Trends in remote PM$_{2.5}$ residual mass across the United States: Implications for aerosol mass reconstruction in the IMPROVE network
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ABSTRACT

The Interagency Monitoring of Protected Visual Environments (IMPROVE) network collects aerosol samples for gravimetric and composition analysis in support of the Environmental Protection Agency's Regional Haze Rule and for long-term trend studies and model evaluations. Reconstructing PM$_{2.5}$ mass or extinction from composition measurements requires assumptions of the molecular form of the individual species assumed to compose the bulk of PM$_{2.5}$ mass. The IMPROVE reconstruction algorithm includes sulfate as ammonium sulfate, nitrate as ammonium nitrate, organic mass calculated with an assumed organic carbon (OC) to organic mass (OM) multiplier (OM/OC) of 1.8, elemental carbon, fine dust assuming common mineral oxides in soil, and sea salt calculated from chloride. Comparisons of reconstructed fine mass (RCFM) to PM$_{2.5}$ gravimetric fine mass (FM) provide a check on these assumptions as well as help identify possible biases in gravimetric or speciated measurements. Significant changes in aerosol concentration and composition have occurred over time, leading to decreased FM across the United States. However, within the IMPROVE network, annual mean FM and RCFM have decreased at different rates from 2005 through 2016 (−29% versus −43%, respectively), causing the network median residuals (FM − RCFM) to increase by 0.49 μg m$^{-3}$ over the 12-year period. The residual shifted from mostly negative before 2011 to mostly positive after 2011, with a strong summer peak. A multiple linear regression analysis indicated that FM biases increased due to the presence of particle-bound water (PBW) after 2011, associated with increased laboratory relative humidity during weighing. Results also suggested that the OM/OC ratio increased across the network after 2011, unrelated to the influence of PBW. While temporal behavior in the OM/OC ratio was similar across the network and for all seasons, values were highest in the East and during summer. Fine dust also appeared to be underestimated by ~20%. Identifying the source of the trends in the FM residual is essential for accurately estimating contributions by individual species to RCFM and visibility degradation.
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1. Introduction

Bulk PM$_{2.5}$ (particles with aerodynamic diameters less than 2.5 μm) gravimetric mass measurements are made as part of the Environmental Protection Agency's (EPA) Federal Reference Method (FRM) network to assess compliance with National Ambient Air Quality Standards (NAAQS). Complementing the FRM network, speciated measurements of PM$_{2.5}$ aerosol mass composition are important for accurately assessing the sources, transport, atmospheric processing and transformation, health impacts, radiative impacts (e.g., visibility and radiative forcing), and cloud processing because these impacts often depend on aerosol physical and chemical properties. Studying temporal and spatial trends in speciated mass is important for understanding impacts of pollutant emissions (e.g., Hand et al., 2012a,b; Blanchard et al., 2013, 2016; Attwood et al., 2014; Hidy et al., 2014; Prenni et al., 2016) and for designing appropriate pollutant mitigation strategies. Networks such as the Interagency Monitoring of Protected Visual Environments (IMPROVE) (Malm et al., 1994) and EPA's Chemical Speciation Network (CSN) (Solomon et al., 2014) have been measuring speciated aerosol mass for decades at hundreds of remote and urban sites, respectively. While the networks exist for different purposes, they have similar monitoring and analysis methods for characterizing speciated and bulk PM$_{2.5}$ mass.

Monitoring from the IMPROVE network supports the EPA’s Regional Haze Rule (RHR) which tracks trends in visibility degradation at class I (visibility-protected) areas in the United States, with the goal to return visibility to natural conditions by 2064 (U.S. EPA, 2003). The IMPROVE algorithms for reconstructing mass and aerosol light extinction were originally developed by Malm et al. (1994) to account for individual species’ contributions to PM$_{2.5}$ mass and total aerosol extinction. The identification of possible biases in light extinction estimates (Lovenholtz and Kumar, 2003) led to a revision of the original IMPROVE reconstructed mass and extinction algorithms (Malm and Hand, 2007; Pitchford et al., 2007) that were adopted as part of the RHR guidelines. The form of the new (or “second”) IMPROVE mass reconstruction algorithm is shown in equation (1):

$$\text{RCFM} = \text{AS} + \text{AN} + \text{OM} + \text{EC} + \text{Dust} + \text{SS}$$

where reconstructed fine mass (RCFM) is the sum of mass concentrations associated with major components of PM$_{2.5}$ mass. Ammonium sulfate (AS) is calculated with sulfate ion data (AS = 1.375 × SO$_4^{2-}$) and ammonium nitrate (AN) is calculated using nitrate ion data (AN = 1.29 × NO$_3^{-}$). Carbonaceous aerosols are included as organic matter (OM), calculated from organic carbon (OC) using an OM/OC ratio of 1.8 (Malm and Hand, 2007), and elemental carbon (EC). Fine dust is calculated assuming normal oxides of typically occurring soil species (Dust = 2.20 × Al + 2.49 × Si + 1.63 × Ca + 2.42 × Fe + 1.94 × Ti), including aluminum (Al), silicon (Si), calcium (Ca), iron (Fe), and titanium (Ti). Sea salt (SS) is calculated with chloride ion data (SS = 1.8 × Cl$^{-}$; White, 2008). This equation differs from the “original” IMPROVE algorithm (Malm et al., 1994) in that the OM/OC increase from 1.4 to 1.8 and SS is included. While this specific approach was adopted by the EPA for the RHR guidelines, within the larger community many different equations and assumptions have been used to reconstruct fine mass, as reviewed by Chow et al. (2015a).

Dramatic reductions in speciated aerosol mass (e.g., SO$_4^{2-}$ and OC) observed over the last decade, as well as changing emissions (i.e., reductions in anthropogenic emissions alongside increased natural emissions such as wildfire smoke and dust), have led to changes in aerosol composition across the United States (e.g., Blanchard et al., 2013, 2016; Hand et al., 2017; Malm et al., 2017; Chan et al., 2018; Kaku et al., 2018; Shah et al., 2018). In addition, operation of a long-term network such as IMPROVE requires sampling, analysis, and hardware upgrades over time (e.g., Chow et al., 2015b; Hyslop et al., 2015). Potential effects of all of these changes can be seen in the comparison of the IMPROVE annual mean PM$_{2.5}$ mass residual. The fine mass residual is defined as the difference in PM$_{2.5}$ gravimetric fine mass measurements (also referred to as FM) and RCFM (residual = FM – RCFM). The fine mass residual for 2005–2010 and 2011–2016 are compared in Fig. 1a and b, respectively. All available IMPROVE sites from both periods are shown as dots on the maps. Details regarding data in these maps are provided in Section 2.

Annual mean residuals have shifted dramatically between the two periods. The RCFM algorithm (equation (1)) overestimated FM (negative residual) across the network during the first period (Fig. 1a), whereas during the later time period (Fig. 1b) the algorithm appeared to underestimate FM across the country. This change in the residual suggests that the reconstruction algorithm has increasingly underestimated FM over time, that biases in measured FM have increased, that biases in individual species have changed, or a combination of any or all of these.

The assumptions used in the reconstruction algorithm in equation (1) are the foundations for estimating visibility impacts as part of the RHR and were last evaluated in 2007 (Malm and Hand, 2007; Pitchford et al., 2007). Given the significant increase in the residual shown in Fig. 1, it is crucial to understand whether these changes are due to assumptions applied in the reconstruction algorithm, changes in sampling or analytical biases, or recent trends in aerosol composition. Investigations into these various issues form the basis of this manuscript. In Section 2, a data description and summary of network sampling and analytical changes are provided. Assumptions in the reconstruction algorithm are investigated in Section 3. Implications for these combined changes on the residual are discussed in Section 4.

2. Data and methods

The IMPROVE network has been operating since 1988 with the purpose of monitoring visibility conditions at class I areas throughout the United States. To this end, IMPROVE uses four separate modules to collect samples for speciated PM$_{2.5}$ analysis and gravimetric PM$_{2.5}$ and

![Fig. 1. IMPROVE annual mean fine mass residual (FM − RCFM, μg m$^{-3}$) for (a) 2005–2010 and (b) 2011–2016. Dots correspond to IMPROVE sites.](image-url)
PM10 (particles with aerodynamic diameters less than 10 μm) bulk mass measurements in remote and rural regions (Malm et al., 1994). Samples are collected for 24 h every third day and reported at local conditions (not corrected to standard pressure and temperature) at approximately 160 sites currently operating. PM2.5 anions (SO$_4^{2-}$, NO$_3^-$, and Cl$^-$) are analyzed from nylon filters using X-ray fluorescence (XRF). PM$_{2.5}$ gravimetric mass is determined from the same Teflon filters that are used for XRF analysis. PM$_{10}$ gravimetric mass is determined from a separate Teflon filter, downstream of the PM$_{10}$ inlet.

IMPROVE data were downloaded from the Federal Land Manager Environmental Database (FED; http://views.cira.colostate.edu/fed/; data downloaded on 9 April 2018). Daily data, uncertainties, and minimum detection limits (MDL) are also available on the FED website. Additional details, such as site location and monitoring and analytical details are reported by Hand et al. (2011) and on the IMPROVE website (http://vista.cira.colostate.edu/improve/). Data were used as reported, except for elemental XRF species. Before 2011 XRF data below MDLs were replaced by 0.5 × MDL; after 2011 values were used as reported. An explanation of this change is provided later in this section. Data shown in Fig. 1 were interpolated using an ordinary kriging algorithm (Isaaks and Mohan Srivastava, 1989) to provide spatial patterns to guide the eye. Trends were calculated using Theil regression (Theil, 1950), and significance levels were determined with Kendall tau statistics.

The species used in this study include SO$_4^{2-}$, NO$_3^-$, Cl$^-$, OC, EC, XRF species including sulfur (S), chlorine (Cl), Al, Si, Ca, Fe, and Ti, and gravimetric PM$_{2.5}$ mass (FM). Changes in sampling protocol, analytical techniques, or data issues related to these species are described in this section. These changes are regularly documented through IMPROVE data advisories (http://vista.cira.colostate.edu/improve/data-advisories/).

As stated earlier, SO$_4^{2-}$ is used to calculate AS, and SO$_4^{2-}$ analyses have remained fairly consistent over time. However, the methods to determine analytic detection limits and uncertainties were modified for data reported from 2005 to present (Cheng, 2015). Missing SO$_4^{2-}$ data were replaced with 3 × S. From 2003 to 2008, discontinuities in XRF-derived S concentrations corresponded to recalibrations of the XRF system. A new calibration protocol was applied to the 2007–2008 data (White, 2009a). In 2011 the network shifted to a PANalytical XRF system, which reduced MDLs for several species. Therefore, before 2011, S values below the MDL were replaced with 0.5 × MDL; starting in 2011, S values are used as reported. Calculating AS with only S did not change the results in this study.

AN concentrations are calculated using NO$_3^-$ in equation (1). NO$_3^-$ concentrations during winter months at many IMPROVE sites were below historical levels for 1996–1997 and 1999–2000 for unknown causes. Data since mid-2000 are considered to be valid (McDade, 2007).

SS concentrations are determined using Cl$^-$. Cl$^-$ concentrations at inland (noncoastal) sites are generally low due to ion replacement (White, 2008; Hand et al., 2012a) and lack of proximity to sources. From 2000 through 2003, concentrations at inland sites were often negative and associated with high Cl$^-$ backgrounds on the filters (White, 2009b, 2017). Cl$^-$ values were replaced with Cl from XRF if Cl$^-$ values were missing.

Carbon measurements have experienced several changes over time. Samples collected on or after 1 January 2005 were analyzed with new TOR hardware and a new temperature protocol (Chow et al., 2007). Minor differences in the EC to total carbon (OC + EC) ratios were identified between the old and new hardware (before and after 2005) (White, 2007). Analysis of EC trends by Chen et al. (2012) suggested minor impacts to EC; however, trends in independent filter reflectance data corroborated EC trends from 2000 through 2009. Hardware degradation (Chow et al., 2015b) also resulted in new TOR hardware and analysis methods for samples collected and analyzed beginning in 2016.

OC carbon fraction concentrations are corrected to account for a positive additive artifact due to gas-phase adsorption of OC onto quartz filters (Watson et al., 2009; Chow et al., 2010). Earlier artifact corrections on OC fractions used monthly median OC fractions from backup filters located downstream of the primary filter at a handful of sites. The revised correction instead uses monthly median blank filters. Blank filters are loaded in the filter cassettes and remain in the sampler for the same length of time but have no air pulled through them. The new artifact corrections were applied to data from 2005 onward, and data downloaded after May 2015 reflect these changes (Dillner, 2015). In addition, MDLs and uncertainty calculations were modified.

Several changes in XRF analytical techniques have occurred over time, and the effects of these changes on elemental species have been reported by Hyslop et al. (2015). The 2011 switch to the PANalytical XRF system also resolved issues related to undetected Al with concentrations above the MDL (White, 2006a). In addition, field blank selection criteria for calculating blank subtractions were modified for 2011 and later (Cheng, 2015).

Starting in December 2001, interference of Si and Al by S in the XRF measurement might have resulted in erroneous Si and Al concentrations when S ≫ Si (White, 2006a). The screening approach by Indresan and Dillner (2012) suggested that Si was over-reported, and Al had high uncertainty when S/Fe > 8. No Si interference was observed for samples corresponding to S/Fe < 8. These errors are expected to affect 50% of the data from 1 December 2001 through 31 December 2010. These issues were resolved in 2011 with the switch to the PANalytical XRF system.

IMPROVE FM measurements do not meet EPA requirements for the FRM measurement (U.S. EPA, 2016), which limits laboratory relative humidity (RH) to 30–40% and temperature to 20–23 °C during weighing and the length of time between sample collection and weighing (10 days if not stored under 25 °C). Prior to 2011, periodic laboratory RH measurements suggested that RH was typically below 50%; however, a laboratory relocation in 2011 resulted in unstable weighing conditions. Laboratory RH was not continuously recorded, but available data suggested that RH varied significantly during weighing and since 2011 exceeded 40% for almost half of the sample weighings, occasionally exceeding 60% (White, 2016). Thus, FM data from 2011 through 2016 were potentially subject to high RH conditions and likely contained particle-bound water (PBW).

To account for PBW directly, we calculated aerosol water content for every sample in the network. Hygroscopic growth curves were derived for AS, AN, SS, and OC individually using the Extended Aerosol Inorganic Model (EAIM) thermodynamic model II (AS, AN) and model III (SS) (Wexler and Clegg, 2002; http://www.aim.env.uea.ac.uk/aim/aim.php; accessed 10 February 2017) at 298.15 K and for an RH range of 10–100% assuming no solids form (efflorescence branch). OC growth curves were calculated assuming a kappa of 0.1 (Prenni et al., 2007). Total water content for RH = 0–100% was calculated using the Zdanovskii-Stokes-Robinson (ZSR) approximation for each sample from every site from 2005 through 2016. Laboratory RH data were available for 2004, 2007 (winter and fall), 2008, 2009 (winter, spring), 2012 (fall, winter), and 2013–2016 (White, 2016). For periods with missing data, RH seasonal means from all data were assumed. Missing data from 2007 through 2009 were replaced by seasonal mean data from that same time period; missing data from 2011 to 2012 through 2016 were replaced by seasonal mean data from 2012 through 2016. A delay of several weeks between sample collection and weighing is common, so PBW was calculated according to the weighing date for each sample. Laboratory RH can vary within short time periods, so it is possible that
equilibrium on the filter was not established with the recorded RH when filters were weighed. PBW mass was subtracted from FM to determine a “dry” FM (FM\textsubscript{dry}) for RH = 0%. PBW and FM\textsubscript{dry} should be considered estimates given the many uncertainties associated with the calculation, including laboratory RH filter equilibrium, assumptions about the forms of hygroscopic species on the filter, and assumptions of RH when no records were available.

The FM residual is defined as the difference between measured FM and RCFM (FM − RCFM). RCFM was calculated using equation (1). If any of the species used in the reconstruction for a given sample was invalid, RCFM was considered invalid for that sample. The analysis was limited to data collected from 1 January 2005 to 31 December 2016 given the number of changes that occurred in the network prior to 2005. Annual mean residuals, such as those shown in Fig. 1, were calculated as the mean of daily residuals.

The assumptions applied in the RCFM algorithm can potentially bias the residual. For example, assumptions of fully neutralized AS could lead to higher RCFM relative to a more acidic form. In fact, recent field measurements suggest that especially in the East, SO\textsubscript{4}\textsuperscript{2−} is in a more acidic form (Hidy et al., 2014; Kim et al., 2015; Lowenthal et al., 2015; Weber et al., 2016, Silvern et al., 2017). Assuming a form of ammonium bisulfate would lower the SO\textsubscript{4}\textsuperscript{2−} contribution to RCFM by 15% (1.375/1.2). Nitrate could also exist in a different molecular form with crustal elements such as Ca or sodium (Na) (Lee et al., 2008; Allen et al., 2015), which could increase or decrease NO\textsubscript{3}− related mass by up to 10%. One of the largest uncertainties in the RCFM algorithm is the OM/OC ratio. The OM/OC ratio accounts for unmeasured species, such as hydrogen, oxygen, or other components (Turpin and Lim, 2001). Higher OM/OC values reflect a more aged secondary organic aerosol or biomass smoke (~2), whereas lower values (~1.4) are indicative of a less aged primary organic aerosol. The value of 1.8 used in equation (1) was derived from analysis of IMPROVE data from 1998 through 2003 by Malm and Hand (2007). Applying an inappropriate OM/OC value could bias the RCFM either low or high. SS can be calculated from other species associated with sea water (e.g., Lowenthal and Kamar, 2006; White, 2008) such as Na; however, Cl\textsuperscript{−} was used in equation (1) because Na is poorly quantified by XRF. However, SS as calculated by Cl\textsuperscript{−} could be underestimated because of Cl\textsuperscript{−} loss due to reactions on the filter (White, 2008) or in the atmosphere (Finlayson-Pitts, 2003). Finally, mineral dust as calculated by equation (1) assumes normal oxides of elements associated with soil and applies a correction factor to account for other compounds (Malm et al., 1994); earlier analysis by Malm and Hand (2007) suggested that dust may be underestimated by 20%, which would bias RCFM low relative to FM.

Biases in the FM measurement can also affect the residual. For example, NO\textsubscript{3}− volatilization from Teflon filters (PM\textsubscript{2.5} gravimetric measurement) can be significant, ranging from less than 10% in the cold season to 80% or more in the warm season (e.g., Hering and Cass, 1999; Chow et al., 2005), while NO\textsubscript{3}− loss from nylon filters is expected to be negligible. In addition, PBW associated with hygroscopic species on the Teflon filter can be significant depending on laboratory RH and can lead to higher FM relative to RCFM. Others have estimated the bias of PBW associated with hygroscopic species with a multiple linear regression (MLR) approach (e.g., Malm et al., 2011; see Section 3.2) or by measuring it directly (Rees et al., 2004; Perrino et al., 2016).

3. Results

3.1. Data

To understand the dramatic shift in the residual from mostly negative to mostly positive over time (Fig. 1), it is useful to examine trends in the species included in the reconstruction algorithm. Time-lines from 2005 to 2016 of the residual and other species are shown as daily network medians in Fig. 2. Each point on the plot corresponds to a median of the data from all sites on that day. Discontinuities in the time series are indications of potential changes in the measurements or filter analyses that affect the entire network. FM and RCFM are plotted together in Fig. 2a, and the residual is shown in Fig. 2b. Measurement uncertainties in the residual are on the order of 0.1 μg m\textsuperscript{−3} based on propagation of uncertainty estimates reported by Hyslop and White (2009). Major species contributing to RCFM are shown in Fig. 2c–h in the molecular forms assumed in the reconstruction algorithm (equation (1)) and in order of decreasing magnitude. Species with the highest concentrations are likely the main contributors to the residual. Vertical lines denote 1 January (solid) and 1 July (dashed) of each year. Light gray lines correspond to standard deviations.

FM, RCFM, and the residual all peaked in summer. The residual was typically negative in all seasons except in summers before 2011 and generally positive in all seasons after 2011, reaching 1 μg m\textsuperscript{−3}. Summer peaks in FM residual were also reported by Rees et al. (2004) in an urban environment. OM concentrations also peaked in summer and were the highest of any species (Fig. 2c). Primary sources of OM include combustion emissions, such as from biomass burning, which also peak in summer and early fall, especially in the western United States (Hand et al., 2013). Secondary organic aerosols formed through photochemical processes also peak in summer (e.g., Jimenez et al., 2009; Schichtel et al., 2017). The next highest concentrations were associated with AS (Fig. 2d), with summer peaks that reflected its formation processes related to photochemical activity. Both OM and AS have decreased over the last decade (Hand et al., 2012b, 2013; Blanchard et al., 2016; Ridley et al., 2018), and in the East their reductions were potentially related, due to the role of sulfate in secondary organic aerosol formation (Xu et al., 2015; Malm et al., 2017; Carlton et al., 2018). As shown in Fig. 2d, the seasonality in AS has decreased in recent years, as others have also reported (Kim et al., 2015; Chan et al., 2018), which could be related to availability of oxidants in winter leading to less of a decline during that season (Shah et al., 2018). Fine dust concentrations (Fig. 2e) peaked in spring and early summer (Hand et al., 2017) and have not experienced the same level of reduction as OM or AS. In fact, in some locations and seasons dust has increased (Hand et al., 2016, 2017). AN concentrations were lower than other species (Fig. 2f) and peaked in winter due to thermodynamic stability in cool weather. AN concentrations have also declined over time due to reductions in nitrogen dioxide (Lamsal et al., 2015). EC concentrations (Fig. 2g) have decreased over time (Murphy et al., 2011) and peaked in summer and early fall, similar to OM. SS concentrations were the lowest of the species shown in Fig. 2 and exhibited weak seasonality that tended to peak in spring and early summer. A shift toward higher SS concentrations occurred in 2011, related to elevated blank corrections prior to 2011 (White, 2009b).

We also examined the daily network median mass fractions, or contributions, of major species to the daily network median RCFM. Fig. 3 shows the fraction of RCFM for each species displayed in order of descending contribution. The OM mass fraction increased by nearly 10% annually over the past 12 years (XOM, Fig. 3a) and was highly seasonal, peaking strongly in late summer and fall. By mid-2016 the network median contribution of OM to RCFM was nearly 60% in summer and around 30% in winter. Contributions from AS have decreased over time by nearly 10% annually and currently are around 20–30%, a significant reduction from the ~40% in 2005 (Fig. 3b). The strong seasonality in AS mass was not evident in its mass fraction. The dust mass fraction (Fig. 3c) peaked in spring (20–30%), similar to its absolute concentrations. AN fractions were strongly seasonal with peaks in winter near 20%, decreasing to less than 5% in summer. EC fractions have also decreased over time, and although EC absolute concentrations peaked in late summer, its contribution to RCFM peaked in winter, likely related to low contributions from other species and perhaps to emissions from winter sources such as residential heating. SS was the lowest contributor (~1%) and exhibited some early spring seasonality, especially after 2011.
As discussed in Section 2, variable RH during weighing after 2011 may have resulted in contributions of PBW to FM (not RCFM) and contributed to a larger positive residual. A ‘dry’ residual was calculated as $FM_{dry} - RCFM$; a comparison of the original and dry residual is shown in Fig. 4. The original residual is plotted in red and the dry residual in black. Accounting for PBW resulted in a more negative residual and reduced the magnitude of the summer peaks, especially after 2011, but did not remove the positive trend over time.

Fig. 2. IMPROVE daily network median mass concentrations for (a) PM$_{2.5}$ gravimetric mass (FM) and reconstructed fine mass (RCFM), (b) residual (FM − RCFM), (c) particulate organic matter (OM), (d) ammonium sulfate (AS), (e) fine dust, (f) ammonium nitrate (AN), (g) elemental carbon (EC), and (h) sea salt (SS). Units are $\mu$g m$^{-3}$ and gray lines correspond to standard deviations.
Fig. 3. IMPROVE daily network median mass fractions of reconstructed fine mass (RCFM) for (a) particulate organic matter (XOM), (b) ammonium sulfate (XAS), (c) fine dust (XDust), (d) ammonium nitrate (XAN), (e) elemental carbon (XEC), and (f) sea salt (XSS). Gray lines correspond to standard deviations.

Fig. 4. IMPROVE daily network median dry residual ($\text{FM}_{\text{dry}} - \text{RCFM}$, $\mu$g m$^{-3}$) in black and original FM residual ($\text{FM} - \text{RCFM}$) in red. Measurement uncertainties are shown only for the dry residual.
3.2. Multiple linear regression analysis

To examine the validity of assumptions in the reconstruction algorithm over time, an MLR analysis was performed, following the methods of Malm et al. (2011) and Simon et al. (2011). A regression in the form of equation (2) was applied to daily site data for each season and each year from 2005 through 2016 with FM as the dependent variable and individual species concentrations as the independent variables:

\[ FM = EC - SS = a_{AS}AS + a_{AN}AN + a_{OC}OC + a_{dust}dust \]  

(2)

EC was not included in the regression due to collinearities with OC (Simon et al., 2011), and SS was not included due to its high relative uncertainties. Valid data were required for each species, and a 70% completeness criterion was applied for each season and year. Derived coefficients \((a_{AS}, a_{AN}, a_{OC}, a_{dust})\) from the regression are interpreted as the mass multipliers that account for unmeasured compounds, although they also include the effects of potential sampling or analytical biases. A coefficient of unity for AS, AN, and dust would suggest that the assumptions in the reconstruction algorithm were appropriate. The OC \((a_{OC})\) coefficient is often interpreted as the OM/OC ratio. Regional median coefficients were aggregated over four broad regions (Northwest, Northeast, Southwest, and Southeast, separated at 40° North and −100° West) and for the contiguous United States (CONUS). Temporal mean coefficients were also calculated for the two time periods shown in Fig. 1a and b (2005–2010 and 2011–2016, respectively). Regression coefficients for each species and site were considered significant for \(p\) values ≤ 0.05 and only included in spatial or temporal aggregations if they met this condition. We performed the regression using both FM and FM dry as dependent variables in equation (2) to test the role of PBW on derived coefficients.

Annual CONUS network median annual and seasonal coefficients from 2005 through 2016 derived using the original FM are shown in Fig. 5 for AS (Fig. 5a), OC (Fig. 5b), and dust (Fig. 5c). AN coefficients are not shown due to volatilization from the FM filter and will not be further considered. AS coefficients were greater than one and increased over time, especially during summer and fall after 2011. These elevated values likely reflect the presence of PBW on the FM filter during weighing (Malm et al., 2011; Simon et al., 2011). Substituting FM dry as the dependent variable in equation (2) resulted in AS coefficients less than one, as shown in Fig. 6a. AS coefficients appeared to increase over time but were generally within 10–20% of 1 (see Table 1). AS coefficients below one suggest that the assumption of fully neutralized \(SO_4^{2−}\) resulted in an overestimate of \(SO_4^{2−}\)-related mass or could also reflect an overestimate of PBW. The ratio of calculated hydrated AS mass to dry AS mass \((AS_{hydr}/AS_{dry})\) at laboratory RH agreed within 10–20% on average compared to original AS coefficients (Fig. 5a), suggesting that estimates of PBW associated with \(SO_4^{2−}\) were reasonable.

While OC coefficients derived from MLR analyses are often physically interpreted as the OM/OC ratio, they may also include effects of sampling or analytical biases. Coefficients derived using FM are shown in Fig. 5b for seasonal and annual mean values. A value of 1.8 is plotted as a horizontal black line to reflect the multiplier used in the reconstruction algorithm (equation (1)). From 2005 through 2010, OC coefficients were variable over time, increased from 2011 through 2014, and then decreased in 2015 and 2016. This behavior was generally observed during all seasons but was most strongly evident in summer and fall. The increase in 2011 coincided with laboratory RH stability issues; however, OC was considered weakly hygroscopic in the calculation of PBW, and regression results obtained with FM dry (Fig. 6b) suggest the amount of PBW associated with OC had very little influence on the increase in the OC coefficient after 2011.

If interpreted solely as the OM/OC ratio, the derived OC coefficients shown in Fig. 6b were consistent with other reported OM/OC values. Summer values were greater than 1.8 during the entire period and reached a value of 2.24 in 2014 before decreasing to 2.0 in 2016. These values were consistent with those reported for rural regions in the United States using a range of methods and are indicative of a more aged secondary organic aerosol (e.g., El-Zanan et al., 2005; Bae et al., 2006; Malm and Hand, 2007; Malm et al., 2011; Simon et al., 2011; Philip et al., 2014; Ruthenberg et al., 2014; Lowenthal et al., 2015; Blanchard et al., 2016). Winter values were the lowest of any season, ranging from 1.30 to 1.69 over the time period, consistent with a less aged primary organic aerosol.

Dust coefficients are shown in Figs. 5c and 6c for regressions with FM and FM dry, respectively. Dust was regarded as nonhygroscopic; therefore results in Figs. 5c and 6c are similar. Coefficients were greater than one, suggesting that dust was underestimated in the reconstruction by 20–30%, consistent with previous work (Malm and Hand, 2007). Spring and summer dust coefficients were near one until they increased after 2011, which coincides with analytical changes (see Section 2). Winter, the season with the highest coefficients, also corresponded to the lowest dust concentrations.

We also investigated the spatial variability in the dry regression coefficients for sites in the broad regions of the Northwest (NW), Northeast (NE), Southwest (SW), and Southeast (SE). The regional median annual coefficients for AS, OC, and fine dust are shown in Fig. 7a, b, and c, respectively, and reported in Table 1. AS coefficients were lowest in the eastern regions (0.8–0.9) but gradually increased over time, suggesting that while \(SO_4^{2−}\) is still acidic, it may have become somewhat less acidic over time in the East. AS coefficients less than one suggest contributions of \(SO_4^{2−}\) to RCFM were overestimated, or PBW corrections in the East were overestimated. AS coefficients in the West were higher than in the East, although still less than one in the SW. AS coefficients were highest (near or above one) at sites in the NW. These spatial differences in AS coefficients suggest that applying a single multiplier to \(SO_4^{2−}\) in the reconstruction algorithm could contribute to under- or overestimations of \(SO_4^{2−}\) contributions to RCFM, depending on region.

The increase in OC coefficients seen for the CONUS seasonal and
annual results (Fig. 6b) was also evident across all of the regions (Fig. 7b). In the eastern regions, the OC coefficients were fairly stable around 1.8 until 2011, after which they reached a high value in 2014. In the western regions, the coefficients steadily increased over time from values less than 1.8 to greater than 1.8 in the NW after 2011. OC coefficients in the SW increased over time but were never greater than 1.8. These results suggest that for the NE, SE, and NW before 2011, OC contributions to RCFM were overestimated; after 2011 the contribution of OC to RCFM was underestimated. Contributions of OC to RCFM in the SW were overestimated across the time period. The sharp climb in coefficients (especially in the East) from 2011 through 2014 and their decrease in 2015 and 2016 for all regions warrant further investigation.

Dust coefficients (Fig. 7c) suggest an underestimation of dust contributions to RCFM for all regions by 20–30% but were lowest in the SW prior to 2011. The increase around 2011 for all regions is likely an analytical effect. Noisy dust coefficients for the NE region reflect the relatively low concentrations in that region.

4. Discussion

The temporal variability in the MLR coefficients presented in Fig. 6a–c points to the underlying causes for the 0.59 μg m⁻³ increase in the dry residual over the 12-year period (yearly trend of 0.05 μg m⁻³ yr⁻¹). Quantifying the relative influences of AS, OC, and dust on the dry residual requires estimates of their individual biases. To do this we defined a total dry residual bias (TB) as the difference in the dry residual and an adjusted dry residual (TB = dry residual – adjusted dry residual). The adjusted dry residual was calculated as the difference between FMdry and an adjusted RCFM (RCFMₐ). Daily RCFMₐ was computed by applying the regional and seasonal mean AS, OC, and dust coefficients from the two different time periods reported in Table 1 to daily SO₄²⁻, OC, and dust data (RCFMₐ = aₐₐ × AS + aₐₐ × OC + aₐₐ × dust + AN + EC + SS). Substituting the definitions of dry residual and adjusted dry residual gives TB:

\[ TB = (FM_{dry} - RCFM) - (FM_{dry} - RCFMₐ) \]  

Substituting the definition of RCFM from equation (1) and the definition of RCFMₐ results in equation (4):

\[ TB = AS(a_{AS} - 1) + OC(a_{OC} - 1.8) + dust(a_{dust} - 1) \]  

A negative TB suggests that RCFM was high relative to FMdry (e.g., coefficients less than one) and positive TB suggests that the RCFM was low relative to FMdry (e.g., coefficients greater than one). By using the form of equation (4) we can evaluate the contribution from the bias from each species explicitly to the TB.

The daily network median bias from each species and their sum (TB) are shown in Fig. 8. The figure is split into two time series to emphasize that two different sets of coefficients were applied in equation (4) for the two different time periods (2005–2010 and 2011–2016). From 2005 through 2010, the mean AS and OC biases were both negative and similar in magnitude (−0.084 μg m⁻³ and -0.076 μg m⁻³, respectively). As seen from Fig. 8, the AS bias was generally the largest contributor to TB in spring and summer when SO₄²⁻ concentrations were largest. During this period the assumption of fully neutralized AS was an

<table>
<thead>
<tr>
<th>Region</th>
<th>Northwest</th>
<th>Northeast</th>
<th>Southeast</th>
<th>Southwest</th>
<th>United States</th>
</tr>
</thead>
<tbody>
<tr>
<td>aₐₐ</td>
<td>1.05</td>
<td>1.13</td>
<td>0.73</td>
<td>0.82</td>
<td>0.73</td>
</tr>
<tr>
<td>Spring</td>
<td>0.85</td>
<td>0.96</td>
<td>0.83</td>
<td>0.85</td>
<td>0.81</td>
</tr>
<tr>
<td>Summer</td>
<td>0.95</td>
<td>1.11</td>
<td>0.88</td>
<td>1.01</td>
<td>0.87</td>
</tr>
<tr>
<td>Fall</td>
<td>0.99</td>
<td>1.03</td>
<td>0.88</td>
<td>0.97</td>
<td>0.87</td>
</tr>
<tr>
<td>Annual</td>
<td>0.94</td>
<td>1.06</td>
<td>0.83</td>
<td>0.94</td>
<td>0.81</td>
</tr>
<tr>
<td>aₐₐₐ</td>
<td>1.46</td>
<td>1.60</td>
<td>1.59</td>
<td>1.79</td>
<td>1.56</td>
</tr>
<tr>
<td>Spring</td>
<td>1.61</td>
<td>1.78</td>
<td>1.73</td>
<td>2.01</td>
<td>1.85</td>
</tr>
<tr>
<td>Summer</td>
<td>1.80</td>
<td>2.01</td>
<td>1.93</td>
<td>2.13</td>
<td>2.06</td>
</tr>
<tr>
<td>Fall</td>
<td>1.69</td>
<td>1.88</td>
<td>1.68</td>
<td>1.88</td>
<td>1.82</td>
</tr>
<tr>
<td>Annual</td>
<td>1.64</td>
<td>1.84</td>
<td>1.73</td>
<td>1.96</td>
<td>1.80</td>
</tr>
<tr>
<td>aₐₐₐₐ</td>
<td>1.51</td>
<td>1.46</td>
<td>2.34</td>
<td>1.93</td>
<td>1.44</td>
</tr>
<tr>
<td>Spring</td>
<td>1.08</td>
<td>1.20</td>
<td>1.37</td>
<td>1.35</td>
<td>1.11</td>
</tr>
<tr>
<td>Summer</td>
<td>1.05</td>
<td>1.06</td>
<td>1.37</td>
<td>1.40</td>
<td>0.91</td>
</tr>
<tr>
<td>Fall</td>
<td>1.20</td>
<td>1.23</td>
<td>1.53</td>
<td>1.99</td>
<td>1.22</td>
</tr>
<tr>
<td>Annual</td>
<td>1.17</td>
<td>1.24</td>
<td>1.53</td>
<td>1.67</td>
<td>1.18</td>
</tr>
</tbody>
</table>
overestimation. The negative OC bias contribution was greatest in winter when OM/OC values of 1.8 were likely too large in the original reconstruction algorithm (see equation (1) and Fig. 6b). The mean dust bias was positive (0.05 μg m⁻³), consistent with underestimation of dust mass in the reconstruction algorithm. The positive contribution of dust to TB was overwhelmed by the negative AS and OC biases in the first time period.

After 2011 the TB shifted to positive, consistent with the negative dry residual and lower RCFM relative to FMdry. The AS bias reduced by half and was less variable but still negative (~0.038 μg m⁻³). The most striking change was associated with the OC bias, which increased from −0.076 μg m⁻³ to 0.057 μg m⁻³ and became the dominant contributor to the TB in summer (higher than 1.8) shown in Fig. 6b. After 2011 the positive dust bias (0.06 μg m⁻³) accounted for most of TB in spring and part of the TB in fall.

The growing importance of OM to RCFM, OM’s influence on the residual, as well as the temporal behavior of the OC coefficients raise important questions regarding OC. One is whether the increase in the OC coefficients across the network reflects real changes in the atmosphere. OC coefficients are often interpreted as OM/OC ratios, and the values derived here are in agreement with independent estimates of OM/OC from other studies and reflect previously reported seasonal and regional observations. However, it is difficult to attribute the temporal variability in the coefficients that was observed during all seasons and in all regions to changes in the atmosphere across the entire United States. Higher OM/OC ratios correspond to more aged secondary organic aerosol. These results suggest that for several years, OC became increasingly more aged and more oxygenated during all seasons and across all remote sites in the United States, followed by a reduction in OM/OC in the last couple of years of the analysis. An alternative interpretation is that the reduction of primary OC led to higher OM/OC values across the network, although this cannot explain the decrease in OM/OC values in the past two years of analysis. Perhaps other sources of carbon are being collected on the FM filter that are not characterized by the TOR analysis, such as organosulfur species (e.g., Surratt et al., 2007). However, the low concentrations of organosulfur (e.g., Froyd et al., 2010; Liao et al., 2015; Sorooshian et al., 2015) likely would not account for the mass difference and would have to be increasing across the network during all seasons. We cannot rule out the possibility that we have observed large-scale changes of OC in the atmosphere; however, the ability to test this hypothesis is limited with these data. The possible influence of analytical issues, including potential changes in sampling artifacts, on the changing coefficients must be fully explored before interpreting the changes in the OC coefficients as changes in OM/OC ratios.

It is possible that analytical contributions have influenced the temporal behavior of the OC coefficients given that similar changes occurred across the network. The temporal variability in quartz filter field blank corrections (Dillner, 2015) do not appear to account for the changes in OM/OC. Other possibilities may be due to different sampling artifacts associated with the Teflon and quartz filters. Malm et al. (2011) identified a 20% negative artifact in OC associated with the quartz filter due to sampler face velocity; however, it is unclear why these artifacts would change over time. Other issues include potential hardware degradation, hardware changes, or calibration changes. As discussed in Section 2, the TOR hardware has undergone degradations over time and recently experienced a shift to new hardware and analysis methodology. A reanalysis study of archived quartz filters, such as the study performed by Hyslop et al. (2015) for XRF filters, may help to reveal whether some of these issues could be influencing carbon data over time. While the reasons for the temporal variability in the OC coefficient are unknown, it is clear that a seasonal variability in the OC coefficients is important, and some of the bias in the residual was due to the seasonality in OM/OC ratios.

5. Conclusion

The 0.49 μg m⁻³ trend in the original FM residual (FM − RCFM) from 2005 through 2016 (0.04 μg m⁻³ yr⁻¹) in the IMPROVE network

![Fig. 7. IMPROVE regional, annual multiple linear regression coefficients for 2005–2016 using FMdry for (a) ammonium sulfate (AS), (b) organic carbon (OC), and (c) fine dust. The Northwest (NW), Northeast (NE), Southeast (SE), and Southwest (SW) regions were defined by a 40° latitude and −100° longitude split. Error bars correspond to standard error.](image)

![Fig. 8. IMPROVE daily network median biases for ammonium sulfate (AS), particulate organic matter (OM), and fine dust to the total dry residual bias (TB, μg m⁻³) from 2005 through 2016. The timeline is split into two parts to reflect the different coefficients used in each period.](image)
motivated a study to examine the assumptions in the IMPROVE reconstruction algorithm and possible changes in analytic or sampling biases. Except for summer, the residual was mostly negative before 2011 and positively after 2011. A strong seasonality was observed, with peaks in summer that intensified after 2011. An MLR approach was applied to daily and site-specific data to identify temporal, spatial, and seasonal variability in the mass multipliers assumed in the reconstruction, as well as to detect analytical and sampling biases.

We identified and corrected for the role of PBW bias on the residual through the direct estimate and subtraction of PBW from FM. This correction reduced the residual and some of the strong seasonality in the residual and positive biases in AS coefficients from the MLR. AS coefficients derived using FM$_{dry}$ suggested that the assumptions of fully neutralized AS in the reconstruction algorithm were largely responsible for the negative residual, especially during summers before 2011. The magnitude of the bias may be affected by uncertainties in the PBW corrections. We also found that OC coefficients increased over time across the network until 2014 for all seasons and regions; however, values were higher in summer relative to winter and for the East relative to the West. The changes in the OC coefficients accounted for some of the temporal behavior in the residual before 2011, although the regional and seasonal variability in the OC coefficients was larger than the shifts in time. A constant OM/OC ratio of 1.8 was assumed in the original reconstruction algorithm and likely contributed to a negative bias in the residual before 2011 and to a positive residual after 2011. We have not identified the reasons for the increase in the OC coefficients that apparently occurred across the network and therefore caution the interpretation of the coefficients as OM/OC ratios. The analysis also indicated that dust was underestimated in the reconstruction algorithm and was responsible for the positive bias in spring after 2011. The analysis also revealed the possible influence of the analytical changes in 2011 on dust that warrants further investigation. Finally, while we did not further investigate the role of NO$_3^-$ on the residual because of the noise in the MLR results, the volatilization of NO$_3^-$ from the FM Teflon filter, as well as the form of NO$_3^-$ assumed in reconstruction algorithm (e.g., Lee et al., 2008), also likely impacts the residual, although to a lesser degree than AS, OC, or dust due to AN's relatively lower concentrations and mass fractions.

Past regression analyses using IMPROVE data have led to recommendations for changes to the IMPROVE algorithms to reconstruct mass and light extinction coefficients (Malm and Hand, 2007; Pitchford et al., 2007). MLR analyses are useful for understanding the relative roles of species' contributions to residuals and to identify important seasonal and spatial differences. They can also help detect sampling or analytical biases that can affect data for the entire network and confound interpretations of temporal trends. Results from this analysis suggest that seasonally and regionally varying OM/OC ratios in the reconstruction algorithm would likely improve reconstructed mass and extinction estimates; however, we caution against over-interpreting these results. Assuming a more acidic form of SO$_4^{2-}$ in the reconstruction may also reduce the bias. While analytical and sampling changes obviously must occur in a long-term network such as IMPROVE, it is important to understand the data are subject to these changes. Tuning reconstruction algorithms based on MLR results may improve comparisons between measured and RCFM and extinction, but they may only apply for the periods under which consistent analytical and sampling methodology occurred, and therefore may be accounting mostly for measurement or analysis biases rather than changing aerosol properties.
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